Assistance to the digital broadcasting switchover in Serbia


ANNEX II + III:
 TECHNICAL SPECIFICATIONS + TECHNICAL OFFER 
Contract title: 



Assistance to the Digital Broadcasting Switchover in Serbia
Lot number: 1

Lot title: National and Regional Head-end Equipment, Ethernet Routers & Switches and Network management system (NMS)
Publication reference:  
Column 1-2 should be completed by the Contracting Authority

Column 3-4 should be completed by the tenderer

Column 5 is reserved for the evaluation committee 
Annex III - the Contractor's technical offer

The tenderers are requested to complete the template on the next pages: 

· Column 2 is completed by the Contracting Authority shows the required specifications (not to be modified by the tenderer), 

· Column 3 is to be filled in by the tenderer and must detail what is offered (for example the words “compliant” or “yes” are not sufficient)   

· Column 4 allows the tenderer to make comments on his proposed supply and to make eventual references to the documentation

The eventual documentation supplied should clearly indicate (highlight, mark) the models offered and the options included, if any, so that the evaluators can see the exact configuration. Offers that do not permit to identify precisely the models and the specifications may be rejected by the evaluation committee.

The offer must be clear enough to allow the evaluators to make an easy comparison between the requested specifications and the offered specifications.
 GENERAL DESCRIPTION:
Figure no. 1 represents a network design for which the part of equipment is being purchased by this LOT. This figure shall be used as informative since it doesn’t contain all elements needed or tendered under this LOT or tender. Moreover, the Tenderer shall not assume that the quantities presented in this Figure are tendered quantities. 
When bidding, the tenderer shall consider and comply to the technical specification set out in this document as well as following information important for installation and commissioning of equipment supplied:

· Network will be based on MPEG-4 coding, DVB-T2 transmission, SFN network 

· One National Head-end as well as two Regional Head-ends shall be set up.
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Figure 1: Network design
Table 1: Table with locations where the equipment shall be delivered

	LOCATIONS
	Encoder mpeg-4
	DVB-T2 re-multiplexer
	T2- gateway
	Ethernet switches version 1
	Ethernet switches version 2
	routher (A)
	Routher (B)
	Adapter Ip/Asi
	Network Management System
	Address
	LONGITUDE
	LATITUDE

	HE Beograd (HE at transmission location Avala)
	20
	2
	2
	28
	6
	2
	4
	4
	1
	
	0202832E
	444840N

	Vršac
	 
	 
	 
	 
	 
	 
	2
	2
	 
	
	0211954
	450730

	Jastrebac (HE at transmission location Jastrebac)
	10
	2
	2
	10
	3
	2
	2
	2
	 
	
	0212814
	432256

	Kopaonik
	 
	 
	 
	 
	 
	 
	2
	2
	 
	
	0204945
	431611

	Ovčar
	 
	 
	 
	 
	 
	 
	2
	2
	 
	
	0201319
	435347

	Crni vrh (J)
	 
	 
	 
	 
	 
	 
	2
	2
	 
	
	0210658
	440035

	Subotica
	 
	 
	 
	 
	 
	 
	2
	2
	 
	
	0193810
	460440

	Crveni Čot (HE at transmission location Crveni Čot)
	10
	2
	2
	10
	3
	2
	2
	2
	 
	
	0194230
	450906

	Besna Kobila
	 
	 
	 
	 
	 
	 
	2
	2
	 
	
	0221405
	423144

	Deli Jovan
	 
	 
	 
	 
	 
	 
	2
	2
	 
	
	0221339
	441335

	Tupižnica
	 
	 
	 
	 
	 
	 
	2
	2
	 
	
	0220934
	434156


	Item Number
	Specifications
	Specifications Offered
	Notes, remarks, 
reference to documentation
	Evaluation Committee’s notes

	0
	General requirements

	The specifications given in the following are requirements based on the respective item’s projected function or purpose. Characteristics and features deviating from particular technical solutions, figures or values given in the specifications (unless exceeding the requirements), due to the particular design of the actually offered product, are acceptable, as long as the functional capacity is at least equivalent to the given specification and permissible under the requirements according to the stated and specified technical regulations, or standards quoted in these Technical Specifications. Full compatibility with other items specified, or equipment already available at the beneficiary institution when described in these Technical Specifications, is mandatory. Uncertainty, Accuracy and Class shall always be as required or better. Adequate documentation to assess the respective capacity, quality, compatibility and inter-connectivity of the product offered must be included with the offer. – Where a “preferred” or “optional” technical solution is mentioned in the technical specifications, both appropriate solutions to the respective requirement will be considered as compliant during evaluation though.

Any specification referring to or suggesting a particular product or manufacturer, in particular to types, models and brand names, are always to be understood as “or equivalent”. Where equivalency shall be subject to technical evaluation, the respective documentation of equivalency, and - if appropriate - an assessment by an independent party shall be provided with the offer.


	0.1
	Equipment completeness 

Equipment shall be provided completed with all necessary accessories, parts and documentation ensuring that units and systems are capable of operating under the required technical specification requirements.
	
	
	

	0.2
	Mains supply

Serbia supply voltage is 230V AC for single-phase voltage and 380V AC for three-phase voltage, with 50 Hz nominal frequency, based on EU power cord. Because of power black-outs and fluctuations in the supplied voltage, equipment must be operated on 230V  10% or 400V  10% running at 50Hz 0.5Hz. 
	
	
	

	0.3
	Accessories and additional material

Equipment delivery, including installation and commissioning for one National Head-end and two Regional Head-ends (according to the Figure no. 1) must include all miscellaneous but needed material and items in order to guarantee that the equipment is left in place fully operational. Consumables used during delivery, installation and testing before provisional acceptance and commissioning must be anticipated and calculated into the offer. It shall be the sole responsibility of the Tenderer to check all prerequisites for completeness of equipment delivery before the commencement of the supply.
These accessories and material shall include everything necessary for proper operation of the equipment such as, but not limited to interconnection cables, adapters, connectors and racks (except racks for the equipment under Items no. 4 , 6 and 7 which will be available) to make the provided equipment fully operational and functioning fitting intended purpose. Tenderer shall provide a list of these accessories and material.
	
	
	

	0.4
	Damage prevention

The Tenderer must provide necessary measures to prevent any damage during any delivery, installation, testing, provisional acceptance and commissioning. If damage occurs it must be rectified in an appropriate way by the Tenderer. Tenderer must keep the work sites clean and safe against any hazard (fire, etc.) during delivery, installation and customization stage until formal acceptance.
	
	
	

	0.5
	Conformity to technical regulations and standards 

All equipment shall be in conformity with the applicable regulations. Following evidence for compliance shall be provided:

· CE marking/ manufacturer declaration 
· Conformity marks and copies of certificates which shows conformity to LVD (Low Voltage Directive)

· Conformity marks and copies of certificates which shows conformity to EMC directive

Tenderer shall provide a complete Technical construction file consisting of all Certificates and Test reports for Equipment offered if and when the Contracting Authority asks for it. 
	
	
	

	0.6
	Technical Documentation

Technical documentation needed for user’s daily work and maintenance shall be in English language. The documentation shall be sent in three (3) printed copies and in electronic form in PDF format. The documentation must reflect the current state of the equipment at the time of delivery. Documentation must include user manual. By using this information user should be able to repair/maintain the equipment.

Technical documentation should comprise of at least following items:

· description of the whole equipment and of each unit operation,

· list and description of all service exercises as required by the producer,

· guidelines for exchange of parts – maintenance manual,

· description of program functions and error messages,

· protocols of all accessible control and supervisory interfaces,

· all system and administrative passwords,

· Declaration of all dangerous substances used and guidance for handling and removal.

All labels on the equipment should be in English language.
	
	
	

	0.7
	Supply Installation 

Equipment and device installation and commissioning shall be done by technicians who are authorized by manufacturer for each equipment and device offered.
Equipment installation and commissioning shall be included into the delivery. Tenderer shall provide prices for installation and commissioning for a complete set of equipment under Items concerned.

For the installation under this tender, the Beneficiary will have following responsibilities, which are defining the interface between the Beneficiary and the Tenderer:

· To prepare a sufficient space for the installation of the equipment.
· To prepare a connection of the equipment to the energy supply. 
· To prepare efficient air cooling system.

All other installation activities and material outside the interface defined above shall be the responsibility of the Tenderer.
	
	
	

	0.8
	Warranty and After-Sales Services 
Standard warranty period of 24 months after successful and accepted delivery. Warranty period begins from provisional acceptance, approval of which is stated and signed in writing

Tenderer shall provide rapid supply of equipment spare parts as well as software maintenance support and SW upgrade for the Warranty period. 
Tenderer shall provide after-sales service description including:

· Service organisation contact data including name, postal address, telephone number, fax number and e-mail address

· Help Desk (phone) support, which must be available during working hours, 8AM – 5PM

· Guaranteed maximum response time to submitted remote fault correction or technical support request (fax or e-mail) of 1 (one) working day

· Guarantee that in case of fault any item regarding equipment can be replaced within a maximum of 24 hours. Replacement of the equipment will be executed by the Beneficiary. 
	
	
	

	0.9
	Product range

All the offered equipment under each particular Item, with full requested functionality, must be part of the Manufacturer’s product/service line, what has to be proven with the official documentation, published before the date of the tender publishing. The proving documents must be accessible to the Contracting Authority.
	
	
	

	0.10
	Place of delivery

All items shall be delivered and installed at the locations provided in table no. 1.
	
	
	

	0.11
	Training

The tenderer shall offer and carry out training based on theoretical part and practical part, with use of the equipment, which has the same characteristics and same functionality as the offered equipment. The training shall be made before provisional acceptance. 

The tenderer shall bear all costs related to organization of the training, which shall be as follows:

· For Items number 1, 2, 3 and 7: two (2) day theoretical training organized in Belgrade with up to 30 attendees and thee (3) day practical training organized in at the HE in Belgrade with up to 10 attendees;
· For Items number 4, 5 and 6: two (2) day theoretical training organized in Belgrade with up to 30 attendees and five (5) day practical training organized in at the HE in Belgrade with up to 10 attendees.
· For Item number 8: two (2) day theoretical training organized in Belgrade with up to 30 attendees and five (5) day practical training organized in at the HE in Belgrade with up to 10 attendees.
The training agenda shall be part of tender documentation. Each section must be evaluated by duration in hours. The language of the training must be English and the training documents must be in English language. The tenderer shall provide also the list of training material which will used at training.
	
	
	


	


Lot 1: National and Regional Head-end Equipment, Ethernet Routers & Switches and Network management system (NMS)
	1 – 8
	 National and Regional Head-end Equipment, Ethernet Routers & Switches and Network management system (NMS)

	Item Number
	Specifications
	Specifications Offered
	Notes, remarks, 
reference to documentation
	Evaluation Committee’s notes

	1
	MPEG-4 Encoder

Quantity: 40 pcs

Encoder must provide high quality H.264 (MPEG-4, part 10) compressed video and HE-AAC audio coding.
	
	
	

	1.1.
	Interfaces: 
Encoder must support input SDI ITU-R BT. 601-6, SDI SMPTE-292M, SDI SMPTE-259M, SDI SMPTE-296M, SDI SMPTE-424M, as well as output IP and ASI streams.

	
	
	

	1.2. 
	Video:

· Encoder must support Aspect ratio 4:3, 16:9

· Encoder must support Chroma format 4:2:0

· Encoder must support Standard Definition and High Definition MPEG 4 part 10 (H.264 AVC) encoding
	
	
	

	1.3. 
	Audio: 
· Encoder must support Embeded audio SMPTE-299M, Embeded audio SMPTE-272M
· Encoder must support audio Encoding MPEG-1 Layer II, Dolby Digital (AC-3), Dolby Digital Plus, AAC/HE-AACv2 including support for ADTS and LOAS/LATM variants.
	
	
	

	1.4. 
	Compliance:

· Encoder should be modular supporting multiple MPEG4 SD and HD channels with license purchased based per channel.

· Encoder must support flexible license mechanism to be able to select only needed Video and/or audio encoding format. 

· Encoder must support Capped VBR – the stream must not exceed its maximum bandwidth value.

· Encoder must support Forward Error Correction Pro-MPEG COP3, SMPTE-2022

· Encoder must support redundant 2+2 IP output 100/1000 Base-T

· Encoder must support 1+1 Encoder redundant configuration.

· Encoder must support dual redundant hot swappable power supplies.
	
	
	

	1.5
	Management related requirements:

· Encoder must be fully managed by Centralized Management System and Self GUI interface.
· Encoder must be fully configurable by Self GUI Interface even if Centralized Management fails.
	
	
	

	1.6.
	Supplier to Explain:

· Supplier to specify power consumption per SD channel and power consumption per HD channel.

· Encoding efficiency to reduce bit rate and maintain high picture quality

· Platform Roadmap feature and upgrade path in terms of Hardware & Software.

· Supplier to explain mitigating IP Security vulnerabilities on Encoder IP output interface.
	
	
	

	

	2
	DVB-T2 re-multiplexer 

Quantity: 6 pcs

Multiplexer/Re-multiplexer performs re-multiplexing on the PID basis. 
	
	
	

	2.1.
	Interfaces:
· Multiplexer must support modular architecture with interfaces and license added as needed.

· Multiplexer must support ASI to IP conversion and IP to ASI conversion.

· Multiplexer must support extensive transport stream and program-level analysis.
· Multiplexer must support MPTS and SPTS

· Multiplexer must support PID filter/ PID and service id remapping capability

· Multiplexer must support Multiplexer/demultiplexer, separating, duplicating, recombining digital program streams.
· Multiplexer must support multiplexing of MPEG4 SD and MPEG4 HD channels.

· Multiplexer must support 10 ASI interface, each port configurable as input or output.

· Multiplexer must support ASI interface Input Rate Limiting.

· Multiplexer must support MPEG over IP/UDP/RTP output. 

· Multiplexer must support IGMP V2/V3

· Multiplexer must support Qos Ip streaming Diffserv/TOS 802.1p 

· Multiplexer must support redundant 2+2 IP Gigabit output

· Multiplexer must support flexible IP output  IEEE 802.3ab (Electrical) or IEEE 802.3z (Optical) 
	 
	
	

	2.2.
	Compliance:

· Multiplexer must support Forward Error Correction Pro-MPEG CoP3, SMPTE-2022

· Multiplexer must support 1+1 redundant configuration.

· Multiplexer must support dual redundant hot swappable power supplies.

· Multiplexer must be fully managed by Centralized Management System and Self-based GUI interface.

· Multiplexer must be fully configurable by Self GUI Interface even if Centralized Management fails. 
	
	
	

	2.4.
	Supplier to Explain:

· Mechanism for 1+1 redundancy should be explained in details.

· Supplier to explain mitigating IP Security vulnerabilities on Multiplexer IP output interface.
	
	
	

	

	3
	T2 Gateway

Quantity: 6 pcs


	
	
	

	3.1.
	Compliance:

· Gateway must support Single PLP handling

· Gateway must support SFN Adaptation for DVB-T2 broadcasting

· Gateway must support and be fully compliant to the T2-MI protocol

· Gateway must support 2 redundant ASI outputs

· Gateway must support Redundant power supply

· Gateway must support MISO

· Gateway must support MPEG over IP/UDP/RTP output

· Gateway must support FEC Pro-MPEG COP3, SMPTE-2022

· Gateway must have built-in GPS receiver

· Gateway must support SNMPv2.
· Gateway must support 1+1 redundant configuration
	 
	
	

	3.2.
	Management capabilities:

· Gateway must be fully configurable by Self GUI Interface even if Centralized Management fails. 
	
	
	

	3.3.
	Supplier to Explain:

· Mechanism for 1+1 redundancy should be explained in details.
	
	
	

	

	4
	Ethernet switches: 

Quantities:
· Version 1 with 230V AC: 48 pcs

· Version 2 with -48V DC: 12 pcs
	
	
	

	4.1.
	General platform features:

· Platform must be 1 RU fixed-configuration.

· Platform must support forwarding rate at least 2.7 Mpps (based on 64-byte packets) 

· Platform must support at least 16 Gbps switching fabric

· Platform must support for up to 255 VLANs and up to 128 spanning-tree instances

· Platform must support 4000 VLAN IDs 

· Platform must support 8000 MAC addresses

· Platform must support 255 IGMP groups
	
	
	

	4.2.
	Required hardware specification:

· Eight Ethernet 10/100 ports

· One dual-purpose uplink (one 10/100/1000 and one SFP-based Gigabit Ethernet port, 1 port active) 


	
	
	

	4.3.
	Aditional functionalities and features:  

· Support for IEEE 802.1d, 802.1w and 802.1s  protocols
· Bandwidth aggregation up to 800 Mbps


	 
	
	

	4.4.
	Security:
· Unicast MAC filtering

· Unknown unicast and multicast port blocking

· Port-based ACLs and Port security

· IGMP version 3 snooping and IGMP filtering

· DHCP snooping: consistent mapping of IP to MAC addresses, rate-limit the amount of DHCP traffic on a switch port

· Preventing edge devices from becoming STP root nodes and sending BPDUs
	
	
	

	4.5.
	QoS: 

· 802.1p CoS and DSCP field classification, marking and reclassification on a per-packet basis by source and destination IP address, source and destination MAC address, or Layer 4 TCP or UDP port number.

· Control-plane and data-plane QoS ACLs on all ports

· 4 egress queues per port 

· Rate limiting based on source and destination IP address, MAC address, Layer 4 TCP and UDP information, or any combination of these fields

· Ingress policing and egress shaping

· Per-port broadcast, multicast, and unicast storm control
	
	
	

	4.6
	Management capabilities:

· SNMPv1, v2c, and v3

· SSHv2 and Telnet

· Configuration Rollback

· Port mirroring and remotely monitoring of  ports from any other switch in the same network

· Layer 2 trace route 

· RADIUS authentication

· DNS, TFTP and NTP

· Time-domain reflectometer to diagnose and resolve cabling problems on copper ports
· DHCP Server and DHCP Relay.
	
	
	

	4.7
	Power supply

The equipment under this Item shall be based on:

· Version 1: 230V AC with EU power cord power supply

· Version 2: -48V DC 


	
	
	

	

	5
	Router (A) in National and Regional Headend:
Quantity: 6 pcs
	
	
	

	5.1
	General platform features:

1. Platform must have separated physical instances for data forwarding and system control planes (forwarding engine and route processor). 

2. Platform must be modular 

3. Platform must support at least 256000 IPv4 routes In forwarding database and have consistent and same forwarding database capacity no matter of the number and structure of routes loaded on the platform

4. Platform must support at least 1000 Virtual Routing Forwarding instances

5. Platform must support 40Gbps line card’s connections to switching fabric

6. Platform must be able to support redundancy for routing processor, switching fabric, power supply and cooling subsystem for support of future needs of the network architecture

7. Platform must have at least 8 slots for line cards 

8. Platform must support local switching of traffic in hardware

9. Platform must have hardware support for multicast replication with replication in switching fabric 

10. Platform must have support for access lists in hardware without degradation of forwarding performance

11. Platform must support service modules for firewalling and IPSec tunnels

12. Platform must have support for MAC address learning in hardware wire-rate

13. Platform must support priority aware forwarding and under no conditions drop high priority traffic in favor of low priority traffic
	
	
	

	5.2
	Supported Interfaces:

1. Fast Ethernet 

2. Gigabit Ethernet (electrical and optical)

3. Ten Gigabit Ethernet (LAN/WAN PHY) 

4. Packet over SDH/SONET (STM-1, STM-4, STM-16, STM-64)

5. Channelized E1, Channelized STM-1

6. DWDM optical modules support with OTN G.709 encapsulation support on line card.

	
	
	

	5.3
	Required hardware specification:

1. Offered platform must have line card module with at least 44 10/100/1000 ports with RJ-45 connectors

2. Offered platform must have line card equipped with 20 Gigabit Ethernet SFP based interfaces for optical and electrical SFP modules. Offered line card have to be equipped with 10 electrical GE SFP (1000BASE-T) modules.
3. Offered platform must be equipped with one routing processor instance, single (non-redundant) switching fabric instance and redundant power supply instance
	
	
	

	5.4
	Offered platform must include following protocols and features : 

1. IPv4 and IPv6 forwarding

2. Routing protocols 

· OSPFv2 and OSPFv3 

· IS-IS 

· BGPv4 

· MP-BGPv4 

3.     Ethernet 

· Link aggregation (802.3ad)

· Virtual LAN (802.1q)

· Spanning tree, Rapid Spanning Tree, Multiple Spanning Treee

· Ethernet OAM functions (CFM (IEEE 802.1ag), Link OAM (802.3ah), E-LMI)

· Flexible VLAN manipulation: (1-1, 1-2, 2-1, 2-2 VLAN translation), flexible VLAN matching. 

· Local VLAN significance (decoupling of VLAN tags for service identification and traffic bridging). 

4. MPLS 

· Label Distribution Protocol (LDP)

· Resource Reservation Protocol (RSVP)

· MPLS L2 VPN with EoMPLS

· BGP/MPLS Layer 3 Virtual Private Network 

· MPLS Traffic Engineering – MPLS TE

· MPLS Fast Reroute – MPLS FRR

· DiffServe Aware Traffic Engineering (DS-TE)
	 
	
	

	5.5
	QoS requirements:
1. Classification based on 802.1P, IPv4 TOS, IPv6 TC or MPLS EXP

2. Policing

3. Shaping

4. Congestion avoidance based on Weighted Random Early Detection (WRED)

5. Hierarchical queuing (HQ) with at 3 levels of hierarchy with 128000 total queues

6. Strict priority queue with policing

7. CB-WFQ for the non-priority queues


	
	
	

	5.6
	Management requirements:

1. SNMP (v1, v2, v3)

2. DHCP 

3. RADIUS 

4. Telnet, SSH

5. Software agent for monitoring of system components and activation of various scripts upon detection of defined events
6. Active monitoring of traffic in order to gather data on network performances and exporting of statistics
7. In-line video monitoring of MPEG packets and statistics for loss and delay of the packets


	
	
	

	5.7
	Multicast

1. Multicast support for IPv4 and IPv6 packets

2. Protocol Independent Multicast Sparse Mode, PIM-SM

3. Source Specific Multicast, PIM-SSM

4. IGMP v2, v3

5. MLDv2

6. Multicast VPN – mVPN
7. MPLS Point-to-Multipoint Traffic Engineering (P2MP TE)
	
	
	

	5.8
	Service Level Agreements

· Platform must support mechanisms for verifying guaranteed service level for IPv4 (UDP and TCP) packets, IPv6 packets, MPLS packets.
	
	
	

	5.9
	Security


1. Platform must provide tools to protect the network infrastructure against DoS attacks

2. Platform must have control mechanisms for protection of the routing processor in hardware (control plane policing)

3. HW based ACLs without performance impact on dataplane forwarding
4. HW based QoS that can be used to control traffic sent to router itself
	
	
	

	5.10
	Power supply

The equipment under this Item shall be based on 230V AC with EU power cord power supply 
	
	
	

	

	6
	Router (B) on Transmitter Sites

Quantity: 24 pcs


	
	
	

	6.1
	General platform features:

1. Platform must have separated physical instances for data forwarding (forwarding engine) and system control planes (route processor).

2. Platform must support at least 256000 IPv4 routes in forwarding database

3. Platform must support at least 1000 Virtual Routing Forwarding instances

4. Forwarding engine must support at least 2.5Gbps of system bandwidth. At least 3Mpps forwarding performance. 

5. Centralized forwarding engine must be responsible for all the baseline router packet operations, including Layer 2 and Layer 3 forwarding, QoS classification, security ACLs, virtual private networks (VPNs), policing, shaping, load-balancing. It also must support the egress packet buffering, queuing, and egress packet scheduling functions for the system.

6. Centralized forwarding engine must be capable to enable additional functionalities such as firewall and embedded hardware-based IPSec encryption. Platform operating system must be modular with software-redundancy capability.
	
	
	

	6.2.
	Supported Interfaces:

1. Fast Ethernet, 

2. Gigabit Ethernet, 

3. Ten Gigabit Ethernet, 

4. Packet Over SDH (STM-1, STM-4, STM-16) 

5. Channelized E1, Channelized STM-1
	
	
	

	6.3.
	Required hardware specification:

1. Four Gigabit Ethernet interfaces with 1000BASE-T SFP transceiver module for Category 5 copper wire.

2. Platform must have available space for additional interface modules

3. Dual DC Power Supply with load sharing between redundant Power Supplies


	
	
	

	6.4
	Offered platform must include following functionalities and features
1. IPv4 and IPv6 forwarding

2. Routing protocols 

· OSPFv2 and OSPFv3

· IS-IS 

· BGPv4 

· MP-BGPv4 

3. Ethernet 

· Link aggregation (802.3ad)

· Virtual LAN (IEEE 802.1q)

4. MPLS

· Label Distribution Protocol (LDP)

· Resource Reservation Protocol (RSVP)

· MPLS L2 VPN with EoMPLS

· BGP/MPLS Layer 3 Virtual Private Network

· MPLS Traffic Engineering – MPLS TE

· MPLS TE Fast Reroute – MPLS TE FRR


	
	
	

	6.5
	QoS capabilities:

1. Classification based on 802.1P, IPv4 TOS, IPv6 TC or MPLS EXP

2. Classification based on L3 filters (IP src, IP dest, Protocol type, port source, port destination) or L2 filters (MAC addresses, Ethertype, Protocol)

3. Marking - there should be possible to set following header field: IP DSCP, MPLS-EXP and Dot1p

4. Ingress and Egress marking

5. Policing

6. Shaping

7. Congestion avoidance based on Weighted Random Early Detection (WRED)

8. Hierarchical queuing (HQ) with 3 levels of hierarchy with 128000 queues 
9. 2 priority queues (with strict priority)
10. CB-WFQ for the non-priority queues

	
	
	

	6.6
	Management

· SNMP

· DHCP 

· RADIUS

· Telnet, SSH

· Software agent for monitoring of system components and activation of various scripts upon detection of defined events 

· Active monitoring of traffic in real time in order to gather data on network performances and exporting of statistics


	
	
	

	6.7
	Multicast

· Multicast support for IPv4 and IPv6 packets

· Protocol Independent Multicast Sparse Mode, PIM-SM

· Source Specific Multicast, PIM-SSM

· IGMP v2, v3

· MLDv2

· Multicast VPN – mVPN


	
	
	

	6.8
	Service Level Agreements

· Platform must support mechanisms for verifying guaranteed service level for IP (UDP and TCP) packets and MPLS packets

	
	
	

	6.9
	Security:


· Platform must provide tools to protect the network infrastructure against DoS attacks

· Platform must have control mechanisms for protection of the routing processor in hardware (control plane policing)

· HW based ACLs without performance impact on dataplane forwarding

· HW based QoS that can be used to control traffic sent to router itself


	
	
	

	6.10
	Power supply

The equipment under this Item shall be based on -48V DC power supply. 
	
	
	

	

	7
	IP/ASI adapter
Quantity: 24 pcs

	
	
	

	7.1.
	Interfaces:

1. The video adapter must support Fast Ethernet 100BASE-TX management interface for out-of-band management

2. The video adapter must support Inband-Management via GbE interface

3. The video adapter must support SNMPv2c and SNMPv3
	
	
	

	7.2.
	Compliance:
· The video adapter must be bidirectional
· The video adapter must have IP network Adapter for reception of 1 or 2 MPEG transport streams (CBR)

· The video adapter must support 100/1000BaseT or 1000BaseX network interface (SFP)

· The video adapter must support UDP/RTP de-encapsulation

· The video adapter must support Unicast and Multicast 

· The video adapter must support FEC according to Pro-MPEG Forum CoP-3

· The video adapter must support Adaptive Clock Recovery according to ETR290 supporting SFN

· The video adapter must support DC (-48V) or optional AC power supply

· The video adapter must support protocols: IEEE802.3 Ethernet, VLAN 802.1Q, UDP, RTP, ARP, IPv4, IGMPv2/3

· The video adapter must support transparent, no PCR re-stamping transport stream processing
	
	
	

	7.3.
	Management and control:
The video adapter must be able to be monitored and controlled with a network management system 
	
	
	

	7.4.
	Redundancy capabilities:
In redundant mode two IP/ASI converters (main and backup) are connected over a management network. The backup device is constantly monitoring the main device. In case of failure the backup device must switch off the main device output and replace the functionality of the failed device. 

Reset to normal operation shall be done by the operator remotely. 
Redundancy solution must support:
1. user selectable detection criteria: TS sync loss

2. user selectable detection criteria: PAT availability

3. user selectable detection criteria: Stuffing rate

4. detection on both inputs

5. fail-safe operation to maintain signal under all circumstances

6. programmable input switching logic

7. user-selectable switch activation delay period (0-60 sec.)

8. user-selectable switch restore delay period (0-60 sec.)

9. total of four outputs (1 secured output)

10. LCD front panel control and remote control via management system

11. software configurable alarms (software should be defined)
	
	
	

	7.5
	Power supply and other requirements:

IP/ASI devices will be connected to -48 VDC, + grounded. 

On the device front panel there must be a device status signaling by LED.

The device must operate in  following conditions:

· temperature range: 0 °C ÷ 40 °C

· relative humidity: <90%

The devices must have a central grounding point.
	
	
	

	7.6.
	Supplier to Explain:

1. Define and describe the appropriate management system

2. Define the management possibilities and mechanism
	
	
	

	

	8
	Network Management System  

Quantity: 1 pcs


	
	
	

	8.1.
	General requirements:

1. Offered platform must be able to provide centralized real-time monitoring of the national and regional headends, network, as well as video traffic that is transported over the network 

2. Offered platform must provide 

· Service visualization

· Transport network visualization

· Advanced monitoring and troubleshooting

3. Offered platform must be modular 

4. Offered platform must provide manager of managers (MoM) module which provides aggregation and monitoring of the events and alarms from all other modules of the system

a. MoM module must provide service dashboard and visualization tool for providing single window to service-related events

b. MoM module must provide tool for analysis of the service and network problems’ impact 

5. Offered platform must provide element, network and system information management module for configuring and monitoring headend and video transmission network devices 

6. Offered platform must provide module for monitoring and troubleshooting video multicast traffic in the IP network 


	
	
	

	8.2.
	Manager of Manager (Umbrella) system:

The Tenderer must provide an Umbrella NMS - management system for all equipment installed in the network, such as but not limited to:

· Head-end equipment (Encoders, Multiplexers, T2 gateways, Routers and Switches)

· Distribution network equipment (MW links, Routers, Switches and batteries)
· Transmission network equipment (DVB-T2 transmitters and gap fillers)
The management interface will provide:

· Distant management / control from NMS,

· SNMP based agent for integration

The NMS must contain all needed hardware and software (licenses). The NMS must operate in a client/server architecture. The server must communicate with the equipment over the IP network. Tenderer shall describe in detail the hardware and software proposed. 

The UDP based SNMP agents shall be integrated into the MoM (umbrella) system, which shall enable monitoring and control of all network elements installed in the network. The MoM shall integrate sending messages (traps) on failure (urgentAlarmTrap), warning (WarningTrap) and other informational events (InfoTrap) and functions GET, SET, WALK must be supported.

Other requirements:

1. MoM must be modular

2. MoM must deliver real-time centralized monitoring, management and event deduplication for fault management

3. MoM must be able to collect the events and alarms from all other requested modules 

4. MoM must be expandable for adding additional modules in the future

5. MoM must  runtime database for high performance  event processing with the possibility to present the information of the interest through configurable views and filters

6. MoM must have graphical UI for presentation of the event lists and maps. It must support configurable views and filters.

7. MoM must have probing mechanism to connect to the event source and to detect and acquire event data and forward it to other parts of the system for presenting the event/alarm to the administrator.

8. Integration of app. 200 network elements shall be done within this Item with the possibility for later extension to at least 2000 elements.

	
	
	

	8.3.
	Headend and Video Transmission Network Management System

1. Headend and Video Transmission Network (HVTN) Management system must be able to monitor all the transmission network components in the national and regional headends and transmitter sites 

2. Headend and Video Transmission Network Management system must include 

a. NMS subsystem for 

i. Alarm logging and correlation, 

ii. Performance data logging, 

iii. Tasks automation through scripting and macros, 

iv. Reporting

v. Backup tasks

vi. Group-wise management

b. Element Management System for

i. Monitoring and controlling transmission equipment 

ii. Alarm notifications

iii. Automatic backup of failed devices

iv. Local automation tasks

v. Passing SNMP information to the NMS system

c. Service information management system for 

i. Generating service information 

ii. Generation of SI tables

1. Network information table

2. Service definition table

3. Event information table

4. EIT schedule

5. Time offset table

6. Time and date table

7. Bouquet association table

iii. EPG module for

1. Gathering and editing EPG data

2. Handling EIT content

3. Event schedule descriptions

3. Headend and Video Transmission Network Management system must be able to allow integration of 3rd party devices in NMS

4. Headend and Video Transmission Network Management system must be able to collect and report following categories to the MoM system: 

d. Service Alerts (Service Loss, Backup state)

e. Video Transport Events (stream loss, bandwidth problem, IP related issues)

f. ETR-290 first priority alarms

g. Video Quality Measurement reports

	
	
	

	8.4.
	Video Transport Monitoring 
a. Video transport monitoring component must support monitoring of multicast specific data: 


b. Multicast Layer 2 and Layer 3 traffic 

c. Layer 3 multicast trees

d. Tree change events

e. Multicast bandwidth
f. Automatic multicast discovery and visualization of multicast trees

g. Multicast tree monitoring and state change notifications

h.  Alerts & Reports – reports for RP, (S,G)PPS rates, tree changes, L2 port PPS rates

i.  Health check –on-demand check of forwarding trees

j.   Monitoring of video specific metrics from video probes and transport devices

k.   Multicast Address Management – mapping multicast addresses to meaningful names
1. VTM must be able to send the alerts and events to central MoM module
2. VTM must be able to provide real-time diagnostics
3. VTM must be able to present the events to VTM operator

4. VTM must be able to present topology with all the routers and their interfaces

5. VTM must support both probe and probeless monitoring deployments of video transport networks
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